
a powerful and adaptable multi-omics data integration, management and analysis framework

Jeff Christiansen, Shilo Banihit, Xin-Yi Chua, Thom Cuddihy, Dominique Gorse, Simon Gladman, Andrew Isaac, Mohammad Islam, Neil Killeen, Wilson Liu, 

Steven Manos, Sara Ogston, Nick Rhodes, Torsten Seemann, Anna Syme, Mike Thang, Koula Tsiaplias, Nigel Ward, Mabel Lum and Andrew Lonie

developed by:

funded by:

supported by:



DNA

mRNA

protein

The central dogma of biology

folding



DNA

mRNA

protein

metabolites

The central dogma of biology

folding

large 
molecules

(small molecules)

enzymatic 
catalysis



DNA

mRNA

protein

metabolites

The central dogma of biology

Cell type 1 vs cell type 2: same genes but different mRNAs, proteins and metabolites (and with different levels)

folding

large 
molecules

(small molecules)

enzymatic 
catalysis



DNA

mRNA

protein

metabolites

The central dogma of biology

Cell type 1 vs cell type 2: same genes but different mRNAs, proteins and metabolites (and with different levels)

Traditionally, researchers would focus on a small numbers of genes/proteins etc. due to technical constraints
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The data explosion: challenges

Å Data storage 
Å non-complex orgôs (bacteria): 12GB raw data / sample (genomic, transcriptomic, proteomic, metabolomic)

Å globally, est. 100 PB used by 20 largest institutions for genomic storage alone1

Å Tools
Å to convert data from raw > processed

Å for comparative analyses on processed data (e.g. genome v. genome, transcriptome v. proteome)

Å methods (i.e. tool use ïversions used, workflows applied)

Å Compute 
Å resource intense (e.g. a single human : mouse genome alignment consumes ~100 CPU hrs.)

Å Data management 
Å context surrounding the specimen (e.g. healthy vs diseased) and experiment

Å context surrounding the data itself (provenance, state {raw, processed}, formats, etc.)

Å managing sharing within research team

Å data publishing at project end to international repositories

Å Interoperability 
Å of storage, tools/compute, management systems

Å Skills development
Å enabling biologists to utilise bioinformatics approaches (cmd line > GUI)

Stephens et al (2015) Astronomical or Genomical? PLOS Biology https://doi.org/10.1371/journal.pbio.1002195
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RDS Food and Health Flagship ñomicsò project

Å Aim
Å to help address these many challenges

Å to provide cloud-based data services and tools for Australian Life Science Researchers to combine, 

analyse and interpret genomic, transcriptomic, proteomic and metabolomic data.

Å to build the first Australian platform to allow 4 distinct óomicsô data types:

Å to be stored and co-analysed in an integrated system;

Å to be managed at an item level through a common data management system;

Å to enable bioinformatics analyses via common interfaces

Å to streamline data publishing to international repositories



Antibiotic Resistant Pathogen Initiative (ABRPI) ïI

Å Bioplatforms Australia (BPA)-sponsored framework dataset
Å Antibiotic resistant bacterial pathogens

Å Responsible for sepsis and other diseases

Å Consortium members
Å range from microbiologists to clinical researchers

Å UQ, USyd, UMelb, Monash, UNSW, UTS, UAdel

Å bioinformatics ability ranges from novice to expert

Å Samples
Å 5 pathogenic bacterial species

Å 5-6 strains of each

Å 2 growth conditions 

Å Genomic, Transcriptomic,

Proteomic & Metabolomic

from each
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Antibiotic Resistant Pathogen Initiative (ABRPI) - II

Å Raw data production ïBPA sponsored facilities
Å Genomic (PacBio and Illumina - Ramaciotti Centre, UNSW)

Å Transcriptomic (Illumina ïAGRF)

Å Proteomic (LC-MS - MBPF; SWATH-MS ïAPAF)

Å Metabolomic (LC-MS ïMA Bio21)
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This project ïextending and joining the pieces together

Data generationData storage

Compute

International databases

Interoperability
data < > tools

Data management
item -level

standards -based

Tools
Genomic

Transcriptomic

Proteomic

Metabolomic

Training
Genomic

Transcriptomic

Proteomic

Metabolomic

increased efficiency engagement with data producers

engagement with international resources



Userôs view:





Data management platform (ABPRI -Data)

Å Data model

Å Applicable to any biological system

Project

Subject (specimen) 

Method

Study (omics-type specific)  

Data (items)

Å Standards based item level metadata framework:

Å Genomic (MIGS, MIxS) 

Å Transcriptomic (MinSeqE)

Å Proteomic (MIAPE)

Å Metabolomic 

Å Designed to facilitate future exchange with international repositories (FAIR)


